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• Representation Learning is to learn to transform data from its original 
representation to a new representation that retains information essential to 
objects that are of interest to our tasks

• Representation Learning has made remarkable advancements in Computer 
Vision and Natural Language Processing

Background Motivation
• Tabular Representation Learning has not been fully 

explored, due to 
• Inherent heterogeneity which lacks explicit 

spatial relationships found in images (e.g., similar 
background and distinct characters) or the 
semantic dependencies observed in languages

• Various discrete and continuous distributions 
from both numerical and categorical features

• Complex interrelationship from features that can 
be dependent or independent from each other

Can we adopt the success of 
Representation Learning from CV and NLP 
domains to Tabular data?

Feature Decoupling

Can we help tabular data to draw a boundary using Feature Decoupling?

When comparing two data samples, 
• mutual features consist of information that highlights common characteristics.
• salient features emphasize the distinctive attributes to differentiate one sample 

from the other.

• For an image, a person can easily distinguish the 
salient digits from the mutual background

• Separating the salient and mutual information 
becomes challenging for tabular samples

• Explicitly distinguish between mutual information 
in global and salient information within the 
feature space can be useful for representation 
learning

SwitchTab Self-supervised Learning Framework

SwitchTab Supervised Pretraining with Labels

Loss Function and Objectives

Case Study Experiments
• Dataset

• A standard benchmark from (Gorishniy et al. 2021) with 11 datasets including California Housing (CA), 
Adult (AD), Helena (HE), Jannis (JA),
Higgs (HI), ALOI (AL), Epsilon (EP), Year (YE), Covertype (CO), Yahoo (YA), Microsoft(MI)

• Additional popular datasets from recent work with 7 datasets on classification tasks
• Bank (BK), Blastchar (BC), Arrhythmia (AT), Arcene (AR), Shoppers (SH), Volkert (VO), MNIST (MN)

• SwitchTab consistently achieves optimal or near-optimal performance 
in most of the classification task

• In regression tasks, traditional methods like XGBoost or CatBoost still 
dominate and achieve the best results. However, SwitchTab remains 
highly competitive

• SwitchTab has remarkable performance lift in majority of the cases
• Salient features have immense value when integrated with original data 

as additional features to improve traditional methods

• The mutual features m1 and m2 
from SwitchTab, although 
extracted from two
different classes, heavily overlap 
with each other. 

• The salient features s1 and s2 are 
distinctly separated, playing a 
dominant role in capturing the 
unique properties of each class 
and decisively contributing to 
the classification boundaries.
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